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Quantum computing utilizes properties of quantum physics to build a fast-computing 
machine that can perform quantum computations. This will eventually lead to faster and 
more efficient calculations especially when we deal with complex problems. However, 
there is a downside related to this hardware revolution since the security of widely used 
cryptographic schemes, e.g., RSA encryption scheme, relies on the hardness of certain 
mathematical problems that are known to be solved efficiently by quantum computers, i.e., 
making these protocols insecure. As such, while quantum computers most likely will not 
be available any time in the near future, it’s necessary to create alternative solutions before 
quantum computers become a reality. This paper therefore provides a comprehensive 
review of attacks and countermeasures in Post-Quantum Cryptography (PQC) to portray 
a roadmap of PQC standardization, currently led by National Institute of Standards and 
Technology (NIST). More specifically, there has been a rise in the side-channel attacks 
against PQC schemes while the NIST standardization process is moving forward. We 
therefore focus on the side-channel attacks and countermeasures in major post-quantum 
cryptographic schemes, i.e., the final NIST candidates.

© 2023 Elsevier Inc. All rights reserved.

1. Introduction

It is known that quantum computing is an incoming threat towards many of the current major Public-Key Cryptosystems 
(PKC), such as Rivest–Shamir–Adleman (RSA), Diffie-Hellman (DH), and Elliptic Curve (EC) cryptosystems. These crypto-
graphic schemes rely on the hardness of Integer Factoring (IF) problem or Discrete Logarithm (DL) problem, which can be 
broken in polynomial time using Shor’s algorithm [1,2]. There are many predictions towards the realization of large-scale 
quantum computers, ranging from as early as 2026 [3,4] to somewhere between thirty to forty years to come [5]. Despite 
that, the issue of quantum computing is deemed concerning enough that the National Institute of Standards and Tech-
nology (NIST) announced their plan on standardizing and transitioning from conventional cryptography to Post-Quantum 
Cryptography (PQC), followed by a similar announcement from the National Security Agency (NSA).

Post-quantum cryptography refers to cryptographic algorithms that are based on hard mathematical problems, which 
can withstand the attacks of both conventional and quantum computers. There are major families of the PQC cryptosystems 
that are as follows: Code-based, hash-based, isogeny-based, lattice-based, and multivariate-based. There are many cryptosystems 
being studied throughout the years, including some of the earlier ones, McEliece [6] and Niederreiter [7]. Although these 
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cryptosystems are quantum-resistant, they are still vulnerable to side-channel attacks. This type of attack, first demonstrated 
in the research by Paul Kocher et al. [8,9], is able to recover secret information by exploitation of physical leakages. More 
specifically, the authors studied the exploitation of timing variation on DH, RSA, and other cryptosystems and continued on 
the topic of side-channel attacks with simple and differential power analysis.

Although extensive research has been conducted regarding other kinds of information leakage., the literature is still lack-
ing compared to the number of algorithms available to be tested, the kind of side-channels and attacks to be observed, and 
the hardware or software to be employed. Besides, there are an overwhelming number of open problems to be scrutinized 
in this landscape. We therefore assess attacks and countermeasures in PQC by focusing on latest advancements in this field.

1.1. Our motivation and contribution

Side-Channel Attack (SCA) is comparatively inexpensive and easy to perform since comprehensive understanding of the 
system is sometimes not needed. This type of attack does not affect only particular algorithms, but all implementation-
specific algorithms. With the threat of quantum computers, and therefore, the increase in effort to create quantum-resistant 
algorithms, there are emerging algorithms that are required to be assessed and evaluated from various security perspectives.

Security against SCA is unknown in many of these algorithms. This can become a source of leakage in a wide range of 
information systems. Indeed, even without considering new post-quantum hardware and software technologies, if security 
against side-channel attacks is ignored, the new algorithms will still be insecure in their real-world implementations despite 
being resilient against quantum attacks. That is why, in addition to quantum-safe algorithms, it is imperative that researchers 
also pay as much attention to the study of PQC algorithms with side-channel resistance.

As stated earlier, the literature on post-quantum cryptography, especially on side-channel attacks and its countermea-
sures, is still lacking. In other words, with the number of newly-developed algorithms, attacks, software, or hardware, there 
is a significant gap in the literature that needs to be filled. This paper therefore provides a roadmap for researchers in 
academia and industries who are conducting research on quantum-safe software and hardware platforms.

1.2. Organization of the paper

Section 2 provides preliminary materials regarding PQC. Section 3 reviews side-channel attacks and countermeasures 
regarding post-quantum cryptography in the order of code-based, hash-based, isogeny-based, lattice-based, and multivariate-
based families. Finally, Section 4 provides concluding remarks.

2. Preliminary materials

This section provides a basic introduction to post-quantum cryptography and its major families, including the mathe-
matical methods used for each cryptography family. Additionally, it will introduce the methods for evaluating side-channel 
leakage.

2.1. Post-quantum cryptography

PQC is a cryptographic paradigm that is secured by definition against attacks of both conventional and quantum com-
puters. Quantum computers provide adversaries with the ability to solve computationally expensive mathematical problems 
faster than any classical computer. This can then break some of the most commonly used cryptographic encryption systems, 
which rely on the hardness of some mathematical problem. Note that there is no PQC setting such that the underlying 
mathematical problem can not be solved. In the worst case scenario, it can be solved by exhaustive search. All of these 
mathematical problems are based on computationally hard problems, which have appropriate algorithms to solve them, but 
are computationally too expensive even for quantum computers. Many PQC solutions have been made to meet the require-
ments and criteria of post-quantum cryptography, and depending on its mathematical foundation, each of those proposed 
algorithms belongs to one of the families of post-quantum cryptography. These major families are code-based, hash-based, 
isogeny-based, lattice-based, and multivariate.

1. Code-Based: Cryptosystems from this family utilizes error-correcting codes that operate on bits. These codes receive its 
name for its ability to detect and correct a limited number of errors in a sequence of bits. The first cryptosystem of 
this family was proposed in 1978 by Robert J. McEliece [6]. The McEliece cryptosystem utilizes a generator matrix for 
its public-key and a Goppa code for its private-key. In 1986, Niederreiter [7] developed a cryptosystem with a parity 
check matrix. Later, there were some modifications and improvements on the McEliece cryptosystem, for example using 
systematic generator matrix and quasi-cyclic moderate parity check.

2. Hash-Based: The idea of hash-based cryptography is that multiple instances of One-Time Signature Scheme (OTS) are 
combined with a secure hash function so that they can be used more than once. Merkle [10] proposed this and created 
Merkle Signature Scheme (MSS) that now has many variants including the eXtended Merkle Signature Scheme (XMSS) 
and the multi-tree version XMSSMT. There are two kinds of hash-based signature algorithms: Stateful and stateless. 
Stateful hash-based signatures are more difficult to manage because each signature key has a state that must be changed 
2
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Table 1
PQC candidates in the NIST 4th-round of standardization. Those in bold are finalists and the rest are selected 
algorithms.

Family Public-key Enc/Key-establishment Algorithms Digital Signatures

Code-based BIKE, Classic McEliece, HQC -

Hash-based - SPHINCS+

Isogeny-based SIKE: Initially selected but not secure anymore [14] -

Lattice-based Crystal-Kyber Crystal-Dilithium, Falcon

Multivariate - -

after the key has been used. On the other hand, stateless signatures do not need to change the state of the signature 
key, resulting in an easier implementation.

3. Isogeny-Based: This cryptography is based on the hard problem of finding an isogeny between two supersingular elliptic 
curves. This idea was first introduced by Rostovtsev and Stolbunov in 2006 [11] as isogenies between ordinary elliptic 
curves. In 2012, the algorithm was broken using a ‘subexponential-time quantum algorithm’ attack by Childs, Jao and 
Soukharev in [12]. That same original idea was then further developed by Jao and De Feo as a key exchange mechanism 
over supersingular elliptic curves. The new algorithm, named Supersingular Isogeny Diffie-Hellman (SIDH) [13], utilizes 
the idea of walking through a sequence of supersingular elliptic curves. Compared to the code-based and lattice-based 
cryptography, the isogeny-based cryptosystem has a much smaller key size; however, a recent work by Castryck and 
Decru [14] showed an efficient key-recovery attack on SIKE that exploits the auxiliary points. This attack made SIKE 
insecure.

4. Lattice-Based: First introduced by Ajtai in 1996 [15], lattice-based cryptography is based on the hardness of solving lat-
tice problems. One of these problems is called the Short Vector Problem (SVP). In 1997, Ajtai and Dwork [16] presented 
a public-key cryptosystem using the modification of this problem called u-SVP, which tries to find a unique nonzero 
shortest vector v in an n dimensional lattice L. The first scheme of this family is NTRU, proposed in 1998 by Hoffstein 
et al. [17].

5. Multivariate: This family of cryptography is constructed based on multivariate polynomials over a finite field. Matsumoto 
and Imai created an asymmetric cryptosystem based on multivariate polynomials, called C* in 1988 [18]. A decade later, 
in 1999, Kipnis et al. [19] proposed a new scheme, named Unbalanced Oil-and-Vinegar (UOV), that is a modification of 
the previously Oil and Vinegar scheme by Patarin [20].

Table 1 illustrates the cryptographic schemes from five PQC families based on the National Institute of Standards and Tech-
nology (NIST) fourth-round standardization results. NIST recognized the potential threats quantum computing can bring to 
current security algorithms such as RSA, so they initiated a standardization process with a competition to find the best 
overall post-quantum cryptography algorithms.

2.2. Side-channel attacks

In a side-channel attack, an adversary gains information from power output traces, electromagnetic radiations, execution 
times or any other leaked residual data by relating this information with operations made by the attacked unit. This re-
lationship can create a pattern that the adversary can then use to recover secret information of the cryptographic system. 
There are different possible categories for side-channel attacks, which are:

1. Power Attack: In this method, adversaries can measure the power consumption of some cryptographic device. By ana-
lyzing the different power surge outputs, the adversary can gain some information on the encrypted secret. These types 
of SCA can be divided into several subtypes such as Simple Power Analysis (SPA), where the adversary collects power 
traces from the same input, or Differential Power Analysis (DPA), where the adversary collects input power traces and 
analyzes the power consumption as an instance of a function of the processed data. An effective power attack is usually 
a combination of several SCA methods.

2. Timing Attack: Cryptographic devices’ running time can give useful information to an adversary who listens and mea-
sures the changes in time for a set of different messages.

3. Fault Attack: This is a type of active SCA where the adversary attempts to induce errors in an algorithm to expose 
information. Faults may be induced through various means such as electromagnetic injection, voltage, etc. There are 
various fault attacks such as randomization, bit-flipping, and zeroing.

4. Electromagnetic Attack: Electronic charges moving through the system can have unique characteristics that the adver-
sary can measure and analyze. Similar to power attack, the electromagnetic attack only requires observations.

5. Optical Attack: This is a less common attack that utilizes emitted visual information, usually in the form of photons that 
are being transmitted, when a logic state changes. Special sensors can detect such sensitive information and correlate 
it to the transmitted data. A variation of the optical attack is the Thermal Imagery attack, where the sensors can detect 
thermal changes in the operation.
3
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Fig. 1. Vertical (left) and Horizontal (right) attack. [21].

6. Acoustic Attack: Keystrokes, CPU operations and other devices produce special sound that can be detected, analyzed 
and deciphered to extract valuable information regarding a cryptosystem.

Side-channel attacks can be the basis for more advanced cryptographic attacks. As an example, among others, we can refer 
to collision attack. In this attack, the adversary can attack some cryptographic functions by reading its intermediate values 
looking for collisions. Since a collision can only occur for a subset of keys, observing a few collisions can help the adversary 
to identify a unique key. Detection of these collisions is possible by reading the intermediate values with some SCA, e.g., 
power channels.

2.2.1. Shapes of attacks
Ref. [21] presents a distinction between horizontal and vertical attacks. In vertical attacks, the adversary can obtain 

sensitive information by analyzing the same output data of several side-channel traces, whereas in horizontal attacks, the 
adversary can extract sensitive information by analyzing several parts from a single trace, as shown in Fig. 1.

Attacks are usually either vertical or horizontal, however, it is possible for an attacker to combine both attacks into what 
is called Rectangle attack [22].

2.3. SCA countermeasures

Side-channel attacks have been proven to be effective against many cryptographic algorithms. This has raised the need 
for countermeasure methods that can provide the needed security against these special types of attacks. Countermeasures 
techniques to side-channel attacks mask, hide or shuffle the residual leakages of an algorithm, e.g., its power consumption, 
by either making them independent from the output value or by reducing the release of leaked data.

With the increase of the effectiveness of side-channel attacks, more state-of-the-art countermeasures have been in-
troduced. Most of them fall into two main types: Hardware-based and software-based. Hardware-based countermeasures 
usually include modifications to the hardware layer such as internal clock randomization, power consumption modifica-
tions, and/or usage randomization. Software-based countermeasures include sharding, bit splitting, and other algorithmic 
changes to prevent adversaries from gaining information. Countermeasures are usually deployed in both software and hard-
ware to achieve a high level of security. This paper covers some of the commonly used countermeasures for side-channel 
attacks. Most of them fall within the following methods: Masking, hiding, or randomizing. Each one of these methods can 
be implemented in hardware, software, or a combination of both.

2.3.1. Masking
Masking is a common countermeasure method that usually involves splitting the sensitive cryptographic data into ran-

dom shares. The side-channel leakage from an individual share is not enough to reveal the sensitive data. The value of the 
mask must be known in order to reconstruct the sensitive data. This method, however, can be vulnerable to methods that 
measure and combine side-channel leakage from multiple shares, e.g., DPA style attack.

2.3.2. Hiding
Hiding is a methodology that aims to hide the leaked data in a time constant process across the cryptographic scheme 

such that the output power consumption is kept constant. This countermeasure method has two categories: Time altering, 
e.g., adding dummy operations throughout the run or shuffling the operations for each time constant, and amplitude change, 
e.g., increasing the level of noise in the system or reducing the output signal [23].
4
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Table 2
NIST Code-Based PQC: Summary of Attacks and Countermeasures.

Attack Description Countermeasures

Cl
as

si
c

M
cE

lie
ce

Timing Attack [39] Timing attack against an existing McEliece implementation 
using Patterson Algorithm during decoding step of decryp-
tion phase. The attack finds a connection between the er-
ror vector wright and the number of iterations made by 
the Extended Euclidean algorithm [58,59].

To raise degrees of the error locator polynomial. A secured 
modified algorithm is proposed in [39] with a constant run 
time that performs no jumps related to the secret input, 
and only accesses memory addresses depending on public 
input.

Simple Power 
Analysis [38]

Attack targets information leakage from power traces on 
operations, different instructions such as save and load. 
It then learns sensitive data including possibly the secret 
error vector [60]. Another possibility is by targeting the 
secret permutation matrix in the cryptosystem. A micro-
controller implementation can execute this attack [40].

Software level design to prevent power spikes with branch 
statement and data dependent running time.

Differential Power 
Analysis [42]

The first successful DPA on quasi-cyclic MDPC McEliece 
implementation. This attack targeted the syndrome com-
putation and the key rotation exposing weaknesses to 
power attacks in both. Another successful DPA attack is by 
targeting the bit permutation, as described in [39].

Shuffling the syndrome computation would prevent the 
leakage with low overhead. Another proposed counter-
measure is a masking technique which adds Goppa code-
words to ciphertexts during the permutation algorithm.

Fault Attack [30] This paper looked at the McEliece scheme to see if m can 
be corrupted and not corrected, if the output of m × G is 
faulty, and if there is a fault on the vector e. McEliece was 
found to be resistant to fault injections due to the error 
correcting code. It is noted that in QC and QD matrices, 
the scheme is more susceptible.

Dedicated hardware which computed the encryption twice 
for comparison would help stop a fault injection attack.

Reaction Attack 
[51]

An adversary can gain sensitive information by observing 
the reaction of someone decrypting a ciphertext with its 
private key.

Countermeasures include a modification to the original 
protocol that is resistant to reaction attacks exploiting de-
coding failures [33], using stochastically generated neg-
ative acknowledgments sent in the feedback channel to 
mask some of the operations and using an outer fountain 
code that makes feedback channels redundant.

Q
C-

M
D

PC

Timing Attack Using an iterative bit-flipping algorithm to attack the de-
cryption procedure is shown to be effective for the key 
recovery attack [61].

Repeated encryption can help the security of the scheme 
against timing attacks [62].

Differential Power 
Analysis

A constant-time implementation for QC-MDPC code-based 
cryptography for mitigating timing attacks was found to 
be vulnerable to differential power attacks [32]. This was 
a base for other single and multiple-trace attacks [63].

Applying a randomization of countermeasures such as in-
termediate data masking before the syndrome computa-
tion.

Reaction Attack A key recovery reaction attack has been proven to be use-
ful against BIKE’s decoder, as a correlation between the 
distances of 1’s in the decryption key and its secret [64].

Reworking the decoder to have it more powerful and re-
duce the decoding error probability.

2.3.3. Randomizing
A simple yet effective method to handle SCA is to randomize the data that may leak through. This includes randomizing 

the execution time, power consumption, or any other data that adversaries can use to gain information. This method requires 
an understanding of the possible side-channel attacks that adversaries can utilize in order to know what variables should 
be randomized. Given its random nature, it is impossible to guarantee that the adversary will not gain useful information.

3. PQC attacks and countermeasures

In this section, the current research on attacks and corresponding countermeasures for PQC is thoroughly reviewed. Also, 
side-channel attacks and countermeasures for alternate candidates will be briefly discussed. This section is organized based 
on the PQC families. Note that we will just review the proposed attacks and countermeasures, however, this does not mean 
all attacks are well-countered. Coming up with stronger attack strategies as well as secure countermeasures is an ongoing 
effort in the PQC community.

3.1. Code-based PQC

Code-based cryptography relies on error correcting codes that are used to deal with errors in data over noisy channels. 
We now discuss some well-known attacks against code-based PQC. At the end of this section, Table 2 summarizes attacks 
and countermeasures for code-based PQC.
5
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The classic McEliece is a candidate algorithm for post quantum public-key cryptosystems that is based on the general de-
coding problem, which is NP-hard and thus can withstand attacks by quantum computers [24]. The private-key for McEliece 
is a random binary irreducible algebraic geometric code, also known as Goppa code, and the public-key is a random gener-
ator matrix of randomly permuted variants of that code. The ciphertext is a codeword with added errors such that only the 
one in possession of the private-key can remove the errors. Since McEliece relies on an NP-hard decoding problem, there 
are no effective quantum algorithms for breaking it, which makes it one of the few known algorithms that is safe against 
PQC attacks.

Similar to other schemes, McEliece has some security drawbacks. One of which is its susceptibility to side-channel attacks 
[25]. A commonly used SCA is called a reaction attack, proposed by Hall et al. [26], where the adversary can gain sensitive 
information by observing the reaction of someone decrypting a ciphertext with its private-key. Another drawback is the 
long public-key sizes that are disguising generator matrices for Goppa codes. There have been many proposed solutions and 
different McEliece modifications to handle these security problems and shorten the public-key size, however, many of these 
solutions failed. Some of the commonly used McEliece modifications and their known attacks are presented as follows.

A Low Density Parity Check (LDPC) code correction, instead of Goppa solution, was proposed by Monico et al. [27]. LDPC 
is a code-correction code that uses a parity check matrix where each of its columns and rows contains a fixed number 
of nonzero entries. Quasi-Cyclic LDPC, proposed by Baldi et al. [28], is an improved version of the LDPC McEliece proposal 
where a low-complexity encoding with a high-performance decoding is achieved. QC-LDPC solution provides a much smaller 
public-key size and is considered a secure and efficient solution. Another improvement to the LDPC McEliece Cryptosystem 
was proposed by Misoczki et al. in [29], named Moderate Density Parity-Check (MDPC). The security of this new version has 
the benefit of relying on a single coding-theory problem. Quasi-Cyclic Moderate Density Parity-Check (QC-MDPC) is similar 
to the QC-LDPC, however, it provides extremely compact-keys. Cayrel and Dusart present an effective fault injection attack 
in [30]. McEliece cryptosystem is considered secure against this type of attack due to its ability to correct faults that may 
occur. Quasi-cyclic, however, shows a greater sensitivity to fault injection attacks because of its compact matrices; since 
faulty rows are used several times.

QcBits [31] is a public-key algorithm, another variant of the McEliece, that utilizes a constant time key-pair generation 
for QC-MDPC encryption scheme while maintaining quantum attack resistance. However, Rossi [32] showed that using a DPA 
attack, partial information of the private-key can be recovered, and then using a system of noisy binary linear equations, 
the entire key can be revealed. To defend against side-channel attacks during syndrome calculations in QcBits, a simple 
masking procedure is proposed by XOR-ing the corrupted codeword with a random word prior to syndrome calculation, 
which effectively masks the DPA leak. Since this is only effective during syndrome calculations, additional side-channel 
countermeasures should be considered to fully protect the private-key during other calculations. Santini [33] proposed 
using monomial codes to form private-keys in place of using Quasi-Cyclic Low Density Parity-Check (QC-LDPC) or QC-MDPC, 
which are vulnerable to exploitation of decoding failures. This is the first McEliece cryptosystem variant that admits non-
negligible decoding failure rate and hinders reaction attacks. Although public-keys are larger than QC-LDPC and QC-MDPC 
code-based variants, they are significantly smaller than Goppa variants that are not subject to reaction attacks.

Bit-flipping Key Encapsulation (BIKE) [34] is a code-based PQC that corrects errors in a QC-MDPC linearcode. This design 
uses an ephemeral key-pair in order to prevent possible reaction attacks. Reinders [35] proposes a hardware setting im-
plementing a block-based design that takes advantage of side-channel resilience of wide word multiplier blocks. Hamming 
Quasi-Cyclic (HQC) cryptosystem is a candidate algorithm for the NIST post-quantum standardization project. Liu et al. [36]
show that the hardness assumption for previous versions of HQC, i.e., s-DQCSD, does not hold, claiming HQC cannot attain 
Indistinguishability under Chosen-Plaintext Attack (IND-CPA) security with the proposed parameters. A proposed modified 
scheme of HQC that can attain IND-CPA security with the hardness assumption of s-DQCSD with a variable weight was 
then proposed. It relies on Bose–Chaudhuri–Hocquenghem (BCH) codes with repetition codes [37]. The attack exploits a 
correlation between the weight of error and running time of decoding BCH codes using Berlekamp’s simplified algorithm. 
This attack takes less than one minute with a success probability of finding the key at 93%. By using a constant running 
time for the algorithm, the adversary will not be able to perform timing side-channel attacks, included are two variants for 
constant time algorithm for BCH codes.

There have been several successful simple power analysis attacks on McEliece public-key cryptosystem. [38–40] has 
extensively reviewed simple power analysis attacks that exploit information leakage due to the relation between the error 
of vector weight and the iteration number of the extended Euclidean algorithm used in Patterson’s Algorithm. The attack 
relies on flipping one bit of the ciphertext and measuring the output power trace. If the bit flipping causes an increase to the 
weight of the error vector, then the bit flipped is not correct. Similarly if the bit flipping is correct, then there is a removal 
of the bit in the error vector. Flipping two correct bits causes a reduction to the iteration number thus exposing a leak. The 
power trace samples were easily identified by the iterative nature of the algorithm, due to the Extended Euclidean Algorithm 
(EEA), and the iteration number can be determined by counting the power peaks in those positions. This relation revealed 
the secret error vector, allowing for an adversary to decrypt the message. Petrvalsky [41] used an SPA attack targeting the 
computation of the private permutation matrix to recover the whole bit permutation matrix. In this attack, observing traces 
of the syndrome computation can lead to the detection of modulo 2 additions. If the adversary locates every modulo 2
addition for every cipher input with only one bit equal to one, the permutation matrix is recoverable.

Differential power analysis attacks have had successful implementations on hardware McEliece cryptosystems. Chen et al. 
[42] was the first to use a differential power analysis to exploit two leakages that occur during the syndrome computation 
6
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step of the decryption. The analysis was not affected by padding, commonly used to achieve Chosen-Ciphertext Attack (CCA) 
security. The leakage of the syndrome register gives information on the two secret key halves and succeeds with tens of 
power traces. The key recovery stems from the relation between private and public-key such that only half of the bits of 
the secret key are needed to recover the full key. [43] continued this research by completing a DPA on a hardware Field 
Programmable Gate Arrays (FGPA) implementation with a horizontal attack. During this attack, the syndrome computation 
followed by an algebraic step, that relates the public and private-key, was exploited on a QC-MDPC McEliece implementation. 
A counter to this attack utilizes a parallelized implementation, as proposed in [44]. Another DPA attack was found successful 
by Petrvalsky [45] who was able to recover the whole 64 ×64 permutation matrix during McEliece PKC decryption. Positions 
of permuted bits are obtained by searching for correlation peaks of the power traces. By knowing the position of bits in the 
input cipher and the position of the same bits in permuted ciphers, the permutation matrix is recoverable.

Some interesting insight into the security of McEliece, from Couvreur [46], shows that families of Goppa code can be 
distinguished from random codes by square considerations and attacks. High rate Goppa code and Goppa code with degree 
of extensions equal to 2 can be distinguished from random codes. Even though it was only shown to exploit a particular 
class of Goppa code, further research should be considered if similar attacks can exploit other Goppa families.

A masking countermeasure for McEliece [38] is to detect the untimely termination of the extended Euclidean algorithm, 
and if this is the case, to continue the EEA until proper degrees of the error locator polynomial are achieved such that 
the weight of the error vector is equal to the degree of the error locator polynomial. Doing so masks the power traces for 
the EEA implementation, closing the information leak on the simple power analysis. Other countermeasures for securing 
McEliece cryptosystem, proposed by Bernstein [47], include increasing n, the length of code used, using a list-decoding 
algorithm for classical irreducible binary Goppa code [48], and utilizing concrete parameters for CCA2- secure variants. 
More recent masking techniques [45] suggest adding Goppa codewords to ciphertexts during the permutation algorithm to 
protect from a DPA. Performing identical steps to the addition operations during encryption can remove patterns during 
power traces for a simple power analysis [41]. There is further research to be conducted on the amount of information 
leakage that occurs during each of these masking techniques.

Most countermeasures that have been applied to MDPC McEliece to prevent information leaking come at the cost of large 
overhead performance, usually requiring upwards of double the storage and computational time needed. Chen [42] suggests 
an approach to hiding, called shuffling [49], that processes the ciphertext bits and key bits in a random order rather than a 
predictable one. Shuffling the syndrome computation may not be so simple as Veyrat [50] discusses shuffling the syndrome 
computation in such a way that no information leaked is quite difficult and not always sufficient. Shuffling the syndrome 
calculation successfully is incentivizing because of the low overhead cost to implement. Adversaries using a DPA or SPA rely 
on understanding the timing, or predictability, of when a specific key bit is processed during encryption, therefore having a 
random order for these processes would make the analysis harder. Combining masking with shuffling is frequently used to 
import security of small embedded devices [50].

Two countermeasures against reaction attacks on McEliece cryptosystems are QC-LDPC and QC-MDPC, which have shown 
to help bring McEliece closer to practical applications with greater security. Due to the nature of timed attacks against 
QC-MDPC systems, Farkas [51] proposed two countermeasures to help McEliece cryptosystems that are using QC-LDPC or 
QC-MDPC. The first one is to “send more NACKs [Negative Acknowledgement] in the feedback channel than dictated by 
decryption failure to make the feedback channel as stochastic as possible” [51]. The other is to use fountain code as an 
outer code for McEliece, transforming the Automatic Repeat ReQuest (ARQ) scheme into an Forward Error Correction (FEC) 
scheme. There have been several hardware implementations of McEliece [52–55,44,56,57]. For instance, [57] implemented a 
hardware design of the 128-bit CCA2 secure McEliece cryptosystem by incorporating a BLAKE-512 module, a cryptographic 
hash function, into the architecture and a complete binary-EEA algorithm for the Goppa field on a Virtex-6 FGPA showing 
a resistance to timed attacks. This architecture will help to develop similar cryptoprocessors for other cryptosystems in the 
future.

3.2. Hash-based PQC

A hash function is an efficient mapping of binary strings of arbitrary length to binary strings of a fixed length, called 
hash value. Hash-Based Signatures (HBS) use the security property of a one-way function, pre-image resistance, second pre-
image resistance, and collision resistance such that an adversary cannot change the information without changing the hash 
value. There are two types of HBS schemes: stateful and stateless. A hash function resistant to an attack is mostly correlated 
to the number of bits, n, of the hash value. Table 3 summarizes attacks and countermeasures for hash-based PQC.

3.2.1. Stateful
The stateful HBS scheme private-key is a set of one-time signature private-keys such that no unique one-time signature 

(OTS) key is ever used to sign more than one message. A message is signed when a randomly generated private-key x is 
applied to a hash function H creating a public-key. This process is repeated where the input becomes H(xk), creating a hash 
chain. McGrew et al. [65] explain the importance of the signing process to be executed in a controlled environment such 
that the aforementioned condition is met. An example of OTS is the Winternitz scheme, a.k.a. WOTS [10], that was first 
introduced in 1989 by Merkle as an optimization of the one-time signature scheme, first described by Lamport [66], a.k.a., 
Lamport-Diffie OTS. WOTS OTS scheme can sign many bits on a single run, determined by the Winternitz parameter, and 
7
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Table 3
NIST Hash-Based PQC: Summary of Attacks and Countermeasures.

Attack Description Countermeasures

SP
H

IN
CS

+

Differential Power 
Analysis

The differential power attack has been proven to be useful 
against SPHINCS and XMSS variants. Multi-target platforms 
are used to collect power traces from both hardware and 
software implementations. SCAUL [77] is a secret key recov-
ery attack that does not require any prior knowledge of the 
system and it has been proven to be useful and effective.

Simple countermeasures such as addition of random clock 
jitters have been proven to be helpful in preventing DPA 
attacks.

Fault Attack [78] presents the first practical fault attack against hash-
based cryptography. The attack allows the creation of sig-
nature forgery.

Countering a fault injection attack for hash-based crypto 
has been proven to be challenging. The only currently 
known countermeasure is the work of Kermani et al. [76], 
where they found a way to detect such an attack by recom-
puting subtrees with swapped nodes. However, this coun-
termeasure does not guarantee safety against all forms of 
fault attacks.

it is considered resistant to attacks by quantum computers. There have been many proposed improvements for the WOTS 
scheme. The WOTS+ [67], proposed by Hülsing, offers a shorter signature without compromising the security and it has 
been included as a standard in the IETF. Buchmann et al. proposed the WOTS PRF [68], which is another variation of the 
WOTS that uses pseudorandom function (PRF) instead of the original hash function. Since OTS schemes are single-use, their 
applicability for general use is improbable.

To conquer the obstacle of limited use of OTS, Multi-Time Signature Schemes (MTS) were introduced. These schemes 
create many-time signatures using OTS as a foundation. Merkle Signature Schemes [10] (MSS) create multiple public and 
private-key by concatenating a set of OTS key pairs into a single binary hash tree structure. As Cooper [69] explains, a hash 
tree is created by an OTS public-key hashing once to form the leaves, which are then hashed together in pairs to form 
the next set leaves and so forth until all the public-keys have been used to generate a single hash value, a.k.a. the root of 
the tree. This will then be used as a long-term public-key. Examples of this are extended Merkle signature schemes and 
Leighton-Micali Scheme (LMS). Hierarchical Signature Schemes (HSS) are MTS schemes that use hash-based signatures to 
form a hyper tree by chaining trees of multiple layer MSS trees [70]. Examples of this are XMSSMT, XMSS with tightened 
security (XMSS-T) and LMS.

3.2.2. Stateless
The major drawback of the stateful scheme is the necessity to cache the last used OTS key pair. The Stateless Signature 

Schemes (SSS) accomplish this by using few signature schemes. Some examples of this are Hash-to-Obtain-a-Random-Subset 
(HORS), PRNG-to-Obtain-a-Random-Subset (PORS), and HORS with Tree (HORS-T). SPHINCS [71], a stateless HBS, uses a 
hyper tree with the upper layers using XMSS and Winternitz type One-Time Signature Scheme (WOTS+) to sign roots of 
their ancestors and the lowest layer using a Merkle tree construction with HORS-T for signing messages. SPHINCS uses 
multiple HORS-T key pairs and randomly selects one per signature generation, resulting in no need for path-state tracking. 
The third round of the NIST PQC standardization considered SPHINCS+ and Gravity-SPHINCS as alternate candidates resilient 
to PQC attacks. Both are two different improvements of the original SPHINCS algorithm by using the HORST, which was 
introduced in the original SPHINCS in a slightly different way.

3.2.3. Attacks and countermeasures
Attacks on hash algorithms look for a message with the same message digest as a message that has already been signed 

(a second pre-image), or look for any two messages that have the same message digest (collision) and try to get the private-
key holder to sign one of them [72], also called a two message attack. It is much more likely that an adversary would find 
a generic collision than finding the second pre-image. A large weakness of hash-based signature schemes is that they are 
susceptible to fault attacks and to a lesser extent side-channel attacks. Genet [73] describes the first practical fault attack 
against hash based PQC. The attack is performed on the original stateless scheme SPHINCS. A fault attack requires signing 
a message M to obtain a valid signature. Then by resigning the same M , the scheme will produce the same signature, 
passing through the same path of the hyper tree. Once a sub-tree is successfully forged, it can be used to sign an arbitrary 
message M′. There are few countermeasures to a fault attack on hash-based schemes and this could be an area for further 
investigation. Some related advancements [74] made use of Grover’s algorithm to reduce a quantum pre-image attack’s 
time complexity from O (2n/2) to O (2n/3). There has not been significant research conducted into hash pre-image attacks. 
Most quantum attack algorithms focus on hash collision resistance. MJ Kannwischer et al. [75] analyze the differential 
power analysis attack on XMSS and SPHINCS. They found that the new version of XMSS can withstand the proposed attack, 
however, SPHINCS is still susceptible to it.

In order to avoid reuse of an OTS key, the state of the private-key must be updated after each signature generation. One 
method uses a counter to act as a pointer to the current value of the OTS key for use, which can help avoid unintentional 
reuse of the same key. There are cryptographic hardware implementations which guarantee to increment each time the 
8
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Fig. 2. Roadmap of the Hash-Based Cryptography.

counter’s value is read [69]. Mozaffari et al. [76] suggest one of the only current methods to protect against fault attacks by 
detecting the fault through recomputing the sub-trees with swapped nodes and to implement an enhanced hash function 
designed to be resistant. The only known method to be completely resistant to fault attacks is to only use each OTS once 
and store them. Caching systems are widely used in XMSSMT and LMS as an efficient way of storing one OTS per sub-tree 
layer and refreshing upon each new sub-tree. If corruption occurs on a sub-tree while the signature is being cached, an 
adversary can not discover the secret key [73]. Future research is needed on the implementation of new countermeasures 
for fault attacks on hash-based signature schemes. Fig. 2 shows a roadmap of the current hash-based cryptography including 
some of the alternate candidates of NIST PQC standardization.

3.3. Isogeny-based PQC

Isogeny-based cryptography is the method of establishing a secret key through an invertible algebraic map between 
elliptic curves. There are two main computations for isogeny-based cryptography: generating a secret kernel and computing 
a large-degree isogeny over the kernel. This field is relatively new and requires extensive research and testing. Isogeny 
cryptosystems are based on supersingular elliptic curves and error-correcting code that are considered to be resilient to 
quantum computers in the future. Quantum attacks against supersingular elliptic curves remain exponential due to the 
non-commutativity of the endomorphism ring. The benefits of PQC isogeny schemes are the small key and signature sizes. 
The security of isogeny-based algorithms relies on the difficulty of solving Elliptic Curve Discrete Logarithm (ECDL). Table 4
summarizes attacks and countermeasures for code-based PQC.

Koziel et al. [79] show the first hardware implementation of the Supersingular Isogeny Diffie-Hellman (SIDH) protocol. 
This design is a fast and scalable architecture for isogeny-based cryptosystems that presents an efficient finite-field arith-
metic and scheduling methods. SIKE [80] is a Supersingular Isogeny Key Encapsulation based on pseudo-random walks in 
supersingular isogeny graphs that was a candidate for the NIST round 2 standardization process. Since the secret kernel 
generator uses a double-point multiplication over a torsion basis, which share many similarities with traditional elliptic 
curve cryptography, an adversary may use existing side-channel attacks for elliptic curves [81]. The other approach is to 
perform various walks of small degrees on an isogeny graph using the hidden kernel point, and if the adversary can identify 
these walks, they then discover a subset of the isogeny computation between two distant isomorphism classes [81]. This 
weakens the SIKE security. Zhang et al. [82] successfully executed the first side-channel attack on SIKE, implemented on a 
real ARM-based device. The differential electromagnetic attack only needed a few hundred traces for successful recovery of 
the key. A window based countermeasure was proposed to eliminate vertical leakage and prevent side-channel attacks with 
little cost.
9



A. Shaller, L. Zamir and M. Nojoumian Information and Computation 295 (2023) 105112
Table 4
NIST Isogeny-Based PQC: Summary of Attacks and Countermeasures.

Attack Description Countermeasures

SI
K

E

Refined Power 
Analysis [89]

Three attacks proposed: Partial-zero attack on Three Point 
Ladder (TPL) [13]. A zero point attack on the three-point 
differential ladder. A power analysis on large-degree isoge-
nies.

A countermeasure method [93] utilizes a combination of 
randomized projective coordinates. This countermeasure de-
fense can be efficient against most known forms of DPA with 
isogeny-based implementations.

Fault Attack [90] This is the first fault attack on super-singular isogeny cryp-
tosystems. The attack works against signature schemes but 
not key-exchange protocols. Even though the fault will stop 
the validity of the signature, since a signer will not change 
the long-term secret, an adversary can gain information on 
the secret.

To check the order before publication of the auxiliary points 
or to compress the points R and φ(R) if the challenge bit is 
0.

Fault Attack 
(Loop-abort 
faults) [92]

This is the first attack on supersingular isogeny-based 
schemes that doesn’t use the validation method of [91].

Key-Recovery 
Attack [14]

This attack exploits the auxiliary points. This attack made 
SIKE insecure.

Castryck et al. [83] propose an adaptation of the Couveignes–Rostovtsev–Stolbunov scheme to the Supersingular Elliptic 
Curve, called Commutative Supersingular Isogeny Diffie-Hellman (CSIDH), which is considered to be efficient compared to 
SIDH, while still providing a non-interactive key exchange and validation. Banegas et al. [84] proposed a Constant Time 
Isogeny Diffie-Hellman algorithm (CTIDH) as a new and faster constant-time algorithm to evaluate the CSIDH group. This is 
achieved mainly by the organization of primes and isogenies in batches that improves its speed and security.

Jaques and Schanck [81] introduce a model of quantum computation to compare between classical and quantum algo-
rithms. The comparison of claw-finding attacks, between Grover’s and Tani’s algorithm, on SIDH and SIKE provides a model 
for cryptanalysis that should be relevant to other cryptanalytic algorithms that use quantum walks on Johnson graphs. These 
include subset sums, information set decoding, and quantum Merkle puzzles. This research only looked at quantum access 
to quantum memory stating that there may be inexpensive quantum access to classical memory. The comparison showed 
that Tani’s algorithm is capable of breaking SIKE compared to the classic van Oorschot-Wiener algorithm. The golden colli-
sion problem finds a unique collision among the outputs of pseudo random functions generalizing the meets-in-the-middle 
problem. It has been used to analyze NIST PQC candidate SIKE. This quantum circuit has a linear cost for random access, 
defeating Grover or classical van Oorschot-Wienercollision finding algorithms that are exponential. Jaques et al. [85] demon-
strate new algorithms for golden collision in quantum circuit models. Although showing a security degradation in SIKE, 
more importantly was the demonstration of achieving the same trade off between gate count T and quantum memory R . 
This also showed that quantum RAM is not necessary when using less than N(2/7) memory.

Peng [86] constructed the first identity-based signature scheme on isogenies, named CsiiBS, with proof for Unforgeability 
against chosen-message attacks (UF-CMA) security in a random oracle model. This was created by optimizing the group 
action evaluation method and parameter selection constraints. Further research is needed to construct higher performance 
schemes or increased security properties. Galbraith et al. [87] proposes two signature schemes based on supersingular 
isogeny problems. Both identification schemes are built using the Fiat-Shamir transform. The first scheme is built from the 
De Feo-Jao-Plut identification protocol with proposed optimization parameters and the second introduces a new random-
ization method for isogeny path, coming from the quaternion isogeny algorithm of Kohel et al. [88].

Jao et al. [89] proposed three zero-value power analysis attacks on SIDH that threaten the security of these schemes. 
The security weakness is due to forcing zero conditions of large-degree isogenies, which allows an adversary to determine 
all nearby curves. This adversary can then create a set of isogenies the sender is using, and then test them. The coun-
termeasure proposed here is to randomize the resulting isogenous curves. The first fault attack on supersingular isogenies 
signature schemes was proposed by Ti [90]. The attack changes base points into a random point during the auxiliary point 
computation, which reveals the secret isogeny with one successful perturbation. This attack utilizes the Kirkwood et al. [91]
validation method. It was noted that the scheme would not work well against key-exchange protocols.

Fault injection attacks present a vulnerability to SIDH key exchanges [92]. By injecting a fault, a sender will compute a 
partial isogeny that leaks information about the secret key. This is the first attack on isogeny-based schemes that bypasses 
the Kirkwood et al. validation method. Some countermeasures were proposed to check after each loop if the value counter 
is equal to the number of iterations. The countermeasure can be strengthened by adding additional parallel counters and 
routinely validating their values. This would protect against single faults. Isogeny based cryptography is still a new field, 
although there have been few successfully implemented secure algorithms, this should still be considered as a research 
opportunity. Fig. 3 shows a roadmap of the current isogeny-based cryptography including the alternate candidate SIKE of 
NIST PQC standardization.
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Fig. 3. Roadmap of the Isogeny-Based Cryptography.

3.4. Lattice-based PQC

Lattices are defined as all possible weighted sums of a set of base vectors when scaled by integers in the n-dimensional 
Euclidean space. More precisely, a lattice in Rn , generated by the base vector set B = b1,b2, ...,bn , is defined as L(B) =
{∑ xibi |xi ∈Zn}. Lattices can be constructed using a number of lattice-based schemes most common of which are Learning 
With Error (LWE) and Learning With Rounding (LWR). LWR involves finding a vector, a.k.a., secret vector s, given a matrix 
A and vector b = As + e. Other construction methods are the NTRU assumption and the Short Integer Solution (SIS).

The standard lattice scheme is mostly used for encryption and it requires computations with large matrices, which needs 
a significant amount of memory. A subgroup of lattices, named ideal lattice, was first introduced by Lyubashevsky and 
Micciancio in [94] as a generalization of cyclic lattices. This subgroup is considered to be more efficient than the standard 
lattices by its special matrix generation with a cyclic shift of the first matrix row, which is a representation of a full standard 
lattice matrix.

NTRU, one of the first lattice-based cryptosystems, was first introduced in 1998 by Hoffstein et al. [17]. Even though this 
design is now considered broken, there have been many variations that have been proven to be secure and quantum safe. 
NTRU Prime, the round three finalists for the NIST PQC standardization, is one of the variants. It is an ideal lattice and it is 
based on the algebraic structures of polynomial rings. Its hardness relies on the shortest vector problem in a lattice using 
the Ring-LWE problem. Easttom et al. [95] overview three different security features of NTRU. They suggest that by using a 
larger N size, NTRU was deemed secure against Lower Dimension Lattice (LDL) attacks and a substantial level of randomness 
in the cipher text. Zheng [96] used a first order collision attack on NTRU exposed its vulnerability to side-channel attacks 
even with proposed countermeasures from previous research [23]. It is then proposed that more secure countermeasures, 
resilient to collision attack, would be to introduce a combination of dummy operations and mathematical randomization, 
which was shown to be effective. FrodoKEN [97] is an alternate candidate that has made it to the third round of the NIST 
PQC standardization. FrodoKEN is a lattice-based key encapsulation mechanism that is defined as a tuple of algorithms 
(KeyGen,Encaps,Decaps). FrodoKEN’s security relies on the hardness of LWE.

Primas et al. [98] performed the first single-trace attack on lattice-based encryption that can be used to attack masked 
implementations. The attack targets the Number Theoretic Transform (NTT), commonly used in lattice-based cryptosystems. 
The attack is described in three steps. First is to obtain a profiling of power traces during the inverse computation of NTT 
during decryption and match the recorded templates at each modular operation. This forms a probability vector for each 
operation. The second step is to combine all of step one’s information over the entire NTT using a Belief Propagation (BP) 
to create a factor-graph representation of the NTT and continuously run BP until convergence. Finally, the step three is to 
combine recovered intermediate with the public-key. This is done by creating linear equations in the intermediates and 
the decryption key and using them to decrease the rank of the lattice spanned by the public-key. Lattice-basis reduction 
and decoding discovers the decryption key. If all 192 intermediates recovered are correct, the probability for success is one 
hundred percent. This research exposes the vulnerability of lattice-based schemes to SPA. It is stated that masking is helpful 
against a DPA.

Some additional countermeasures are proposed by [98] guaranteeing a constant run-time and control flow. The key 
recovery can be prevented by shuffling and random insertion of dummy operations. The research also considers Oder et 
al. [99] proposing countermeasures to briefly discuss their flaws with this SPA attack while adding additional methods to 
those countermeasures. Ravi et al. [100] demonstrate a chosen ciphertext attack (CCA) over lattice-based Public-Key Encryp-
tion (PKE) and Key Encapsulation Mechanism (KEM) in the chosen ciphertext model, i.e., IND-CCA security. Targeting the 
side-channel vulnerability in the error correcting codes allows an adversary to differentiate the value/validity of decrypted 
codewords. The study performs experimental validation of the attack on an ARM Cortext-M4F micro controller. This at-
tack performed key-recovery in minutes, marking it a very quick attack. Further research into side-channel resistant error 
correcting codes is urged. Table 5 summarizes attacks and countermeasures for NTRU.

Ravi et al. [103] show a vulnerability in the message decoding of lattice-based PKE and KEM. The message decoding 
function leaks information of single bits of decrypted message m′ when error correcting code is used and decrypted code 
word c′ when error correcting code is not used. The vulnerability has the potential to be exploited through side-channel 
attacks and fault attacks. Sim et al. [101] expand upon single-trace attacks against lattice-based encryption. They evaluate 
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Table 5
NTRU: Summary of Attacks and Countermeasures.

Attack Description Countermeasures

N
TR

U

First-order power 
analysis [96]

Power traces were gathered during decryption operations 
using five thousand different ciphertexts and a fixed un-
known secret key. Correlation coefficients related to the key 
can be found.

Use of dummy operations, timing noise, and mathematical 
randomization.

Single-trace 
attack (SPA) [98]

Masking is not sufficient enough against SPA. Exposes the 
vulnerability of NTT leakage. This attack can be applied to 
any lattice based scheme that uses NTT.

Ensure a constant run time and control flow. Shuffling can 
be used to protect against SPA. Dummy operations can in-
crease resistance to SPA.

Simple 
side-channel 
analysis [99]

Here a new implementation of CPA-secured ring-LWE en-
cryption is proposed. A CCA2-transform was applied to 
ring-LWE. Optimization parameters were proposed to in-
crease performance.

This new implementation used masked decoding to create 
a side-channel resistant ring-LWE encryption scheme.

Side-channel 
assisted chosen 
ciphertext attack 
[100]

A generic EM side-channel chosen cipher text attack ex-
posed vulnerabilities with error correcting procedure and in 
FO transformations that leak information about the output.

An efficient masking scheme that has yet to be invented 
would be desirable. Masking FO transformations that does-
n’t become too costly should be an area of research to be 
done.

Single-trace 
side-channel 
attack [101]

The attack targets the message encoding operation in the 
encapsulation phase. The attack was able to recover the 
entire secret message for CRYSTALS-KYBER and SABER one 
hundred percent of the time. It is noted that this attack is 
applicable to NTRU.

Shuffling and masking should help to increase the complex-
ity of the attack.

Fault analysis 
[102]

A successful fault attack against NTRU public key digital sig-
nature algorithm. This attack assumes an adversary is able 
to inject a transient fault in a small number of coefficients 
in the polynomials in the signing algorithm.The attacker 
can calculate the difference between the faulty signature 
and correct one thus obtaining the secret key.

To detect temporal permanent faults and disable the de-
vice output. A redundancy based fault detection technique 
which detects transient and permanent faults is discussed. 
Another technique is proposed to defend against second or-
der fault analysis.

three types of single-trace attacks on CRYSTALS-KYBER, SABER, and FrodoKEM: a clustering-based attack utilizing a deter-
miner, an attack that targets algorithms that are used to scan one sensitive bit at a time during encoding, and lastly an 
attack that targets algorithms that scan multiple sensitive bits during encoding. Regardless of optimization level, the attacks 
were completely successful experimentally for CRYSTALS-KYBER and SABER. This paper suggests these attacks could extend 
to NTRU, Streamlined NTRU Prime, NTRU Prime. As previously stated, the proposed countermeasures here are a combination 
of shuffling and masking.

CRYSTAL-KYBER is considered to be one of the most promising encryption schemes in round three of NIST PQC stan-
dardization. This scheme is based on the hardness of Module Learning With Errors (MLWE). The MLWE is a new problem 
with little known attacks successful against it. It was shown to be of level CCA security in Quantum Random Oracle Model 
(QROM) [104]. Recently Ravi et al. [105] weakened CRYSTAL-KYBER security by using a fault attack that removed the hard-
ness of the LWE problem and showed that with enough observed signatures with the same public-private key pair, a 
successful key recovery on Dilithium can take place. Pessl and Primas [106] expand upon [98] demonstrating an improved 
single-trace attack on an optimized constant-time CRYSTALS-KYBER by making improvements to the belief propagation. 
Although when masking is used, the advantage is lost. The paper briefly discusses the need for further investigation into 
better masking and binding techniques to protect lattice-based schemes such as KYBER against single-trace SPA. Table 6
summarizes attacks and countermeasures for CRYSTALS-KYBER.

SABER is a key encapsulation mechanism based on the hardness of module learning with rounding (MLWR), a variant of 
MLWE where error terms are substituted for rounding from one modulus to a second smaller modulus. Reductions to MLWR 
from MLWE exist, which the NIST has noted as a concern [108]. The rounding operation in SABER gives increased efficiency 
for modular reduction and polynomial multiplication steps. An advantage to SABER is, its readiness for general purpose 
applications. The NIST has no active suggestions for change to SABER but recommends further research into side-channel 
analysis and optimization of SABER. Van et al. [109] masked SABER to make it side-channel resistant. The masking only 
uses a 2.5x overhead factor. The SABER allows for simple masking conversion algorithms due to its power of two moduli 
and LWR as the hard problem. This masking technique utilizes constant-time implementation so a SPA technique would be 
difficult to implement. Van [109] suggests randomizing the order of execution of vulnerable routines in conjunction with 
masking could be resilient to DPA attacks. Table 7 summarizes attacks and countermeasures for SABER.

Bindel [110] tested lattice-based signature schemes, such as Bimodal Lattice Signature Scheme (BLISS), Ring-TESLA based 
on the Tightly-secure Efficient Signatures from standard LAttices (TESLA) and Guneysu-Lyubashevsky-Poppelmann (GLP), 
against fault attacks and proposed some countermeasures against them. One countermeasure against randomization fault 
attack is to check the correctness of the secret key. For skipping faults attacks, a new variable for saving the result-sum 
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Table 6
CRYSTALS-KYBER: Summary of Attacks and Countermeasures.

Attack Description Countermeasures

CR
YS

TA
LS

-K
YB

ER

Single Trace Attack 
[106]

Builds upon [98] to successfully attack the Kyber scheme 
targeting the NTT for side-channel leakage.

Masking, Blinding, and Shuffling are recommended.

Fault Analysis [105] This fault attacks targets the nonce byte used in the Sam-
ple function. By inducing a fault to reuse the same seed 
the error component can be recovered. The fault attack 
was not successful in a direct key recovery but were able 
to reduce the hardness of LWR problems. Security of Kyber 
is weakened.

Use of separate seed for S and E . Synchronization of faults 
that are vulnerable to leaks. Further research on weakened 
Kyber.

Fault 
Countermeasures 
[107]

Lattice based cryptography relies on hardness of LWE 
which utilizes error samplers making it an easy target for 
side-channel analysis on those computations.

Three countermeasures: Low cost counts the number of 
repetitions in the observation and alerts if the repetition 
exceeds an improbable value. Standard calculates the sam-
ple mean and sample variance simultaneously checking for 
repetitions. The expensive test includes the previous two 
while also performing a chi-squared test for comparing ob-
served and expected values.

Side-Channel, Fault 
Injection [103]

Vulnerabilities in message decoding procedures in lattice 
based KEM were explored. Side-channel and fault injection 
attacks were deployed on Kyber and SABER with a ninety 
nine percent success rate.

Random shuffling, less frequent updates and use of vector-
ized instructions were recommended.

Single-trace 
side-channel attack 
[101]

The attack targets the message encoding operation in the 
encapsulation phase. The attack was able to recover the 
entire secret message for CRYSTALS-KYBER and SABER one 
hundred percent of the time. It is noted that this attack is 
applicable to NTRU.

Shuffling and masking should help to increase the com-
plexity of the attack.

Table 7
SABER: Summary of Attacks and Countermeasures.

Attack Description Countermeasures

SA
BE

R

Side-Channel 
Resistant to DPA 
[109]

A masked implementation of SABER is built with 2.5x over-
head.

A new efficient masked primitive for SABER is proposed 
that allows masked logical shifting directly on arithmetic 
shares. This could replace the masked noise sampling which 
is more costly.

Side-Channel, 
Fault Injection 
[103]

Vulnerabilities in message decoding procedures in lattice 
based KEM were explored. Side-channel and fault injection 
attacks were deployed on Kyber and SABER with a ninety 
nine percent success rate.

Random shuffling, less frequent updates and use of vector-
ized instructions were recommended.

was a successful countermeasure. A different approach is to add secret information to random information [110]. Zeroing is 
prevented by checking if the values of the secret, error polynomial, the randomness during signing, the hash value, or the 
encoding polynomial are zero. Espitau et al. [111] show the vulnerability to faults attacks of round two of the NIST lattice-
based digital signature schemes. The proposed countermeasure here is similar to Bindel [110] by checking if the value of 
the random commitment element y1 is not zero.

CRYptographic SuiTe for Algebraic Lattices (CRYSTAL)-Dilithium is a lattice-based signature scheme that relies on the 
hardness of MLWE and Module Short Integer Solution (MSIS) and follows the Fiat-Shamir with aborts technique [111]. The 
advantage to Dilithium is the compressed key size, which is the rounded LWE. Dilithium uses the same modulus and ring 
for all parameter sets via the uniform distribution that is a simpler implementation of FALCON. Kim et al. [112] is the first 
to propose a side-channel attack on Dilithium. A single-trace attack in NTT encryption during Dilithium signature generation 
process exposed a vulnerability in the NTT operation because the full key can be derived regardless of optimization level 
for each stage of NTT. Regardless of masking, the success rate on the NTT operation was 100%. Fournaris et al. [113]
described how to efficiently mask Dilithium signature scheme based on a modification of the reference implementation of 
Dilithium by setting a power of two moduli instead of prime. This research also found leakages on decomposition functions 
and the rejection operation for a non-masked Dilithium implementation. Ravi et al. [114] was able to use a side-channel 
assisted forgery attack on Dilithium. This was done in two stages, where the partial secret-key si is recovered through a 
power analysis attack on the polynomial multiplier. A forgery signature scheme is then applied by only using si . It is only 
shown that Dilithium breaks with knowledge of the partial-secret key. Table 8 summarizes attacks and countermeasures for 
CRYSTALS-Dilithium.

Fast Fourier Lattice-based Compact Signatures over NTRU (FALCON) is the last lattice-based signature scheme that uses 
the hash-and-sign paradigm. The hardness is based on the Short Integer Solution (SIS) problem over NTRU lattices. FALCON 
13



A. Shaller, L. Zamir and M. Nojoumian Information and Computation 295 (2023) 105112
Table 8
CRYSTALS-Dilithium: Summary of Attacks and Countermeasures.

Attack Description Countermeasures

CR
YS

TA
LS

-D
ili

th
iu

m

Side-Channel 
Assisted Forgery 
Attack [114]

The attack takes two steps: 1) Recover the partial secret key 
s̄1 through power analysis attack on polynomial multiplier. 
2) Forge signatures with only knowing s̄1.

This reduction in Dilithium signature calls for better meth-
ods of protecting the secret key from SCA.

Single-trace 
attack [112]

This targeted the NTT encryption during Dilithium signa-
ture generation. This attack is applicable to schemes that 
use NTT. Masking was not sufficient enough to stop this at-
tack.

New countermeasures need to be researched on imple-
menting Dilithium with side-channel resistance.

Correlational 
Power Attack 
[113]

This attack targets the polynomial multiplication operation 
during digital signature generation. Experimental validation 
of power trace capturing and profiling was successful.

Fault 
Countermeasures 
[107]

Lattice based cryptography relies on hardness of LWE which 
utilizes error samplers making it an easy target for side-
channel analysis on those computations.

Three countermeasures: Low cost counts the number of 
repetitions in the observation and alerts if the repetition 
exceeds an improbable value. Standard calculates the sam-
ple mean and sample variance simultaneously checking for 
repetitions. The expensive test includes the previous two 
while also performing a chi-squared test for comparing ob-
served and expected values.

Fault Analysis 
[105]

This fault attacks targets the nonce byte used in the Sample 
function. By inducing a fault to reuse the same seed the er-
ror component can be recovered. If The rounding error on 
LWE instance t can be derived through observation of lots 
of signatures then an adversary can make a full key recov-
ery. This shows the reduced hardness of the LWE problem 
due to the induced fault.

Use of separate seed for S and E . Synchronization of faults 
that are vulnerable to leaks. Further research on weakened 
Dilithium.

Table 9
FALCON: Summary of Attacks and Countermeasures.

Attack Description Countermeasures

FA
LC

O
N Side-Channel 

Analysis [115]
The Gram-Schmidt norms of the secrete basis leaks informa-
tion to SCA. Recovering the Gram-Schmidt norms leads to a 
full secret key recovery.

The countermeasures to prevent this leak are already imple-
mented in [116], which includes masking FALCON.

requires tree data structures, extensive floating-point operations, and random sampling from several discrete Gaussian distri-
butions [108]. The advantage to FALCON is the small bandwidth, and efficiency of signing and verifying. The disadvantage is 
the long key generation. Fouque et al. [115] discuss side-channel leakage of FALCON. The leakage only provides an estimate 
of the Gram-Schmidt norms. In order for a fully key recovery there needs to be a sufficient recovery algorithm. FALCON 
leakage arises from the approximate values but no efficient method in the full key recovery exists which calls for further 
research. Table 9 summarizes attacks and countermeasures for FALCON. The NIST has suggested for the Dilithium team to 
add a category 5 parameter set. It is expected that either Dilithium or FALCON will be standardized as a PQC signature 
scheme.

It is worth mentioning that the lattice-based encryption is still a new area of research and there should be further 
investigation into the proposed countermeasures against SPA and DPA attacks. Fig. 4 shows a roadmap of the current lattice-
based cryptography. It is differentiated by the different hard problems such as SVP, LWE, and LWR). The dark circles are 
candidates that have been dropped, the gray is for alternate candidates, and the lightened circles are for finalists.

3.5. Multivariate-based PQC

Security of the multivariate quadratic public-key cryptosystems relies on the hardness of solving a large system of 
multivariate quadratic equations. This problem is also referred to as the MQ-problem. The public-key function is a set 
of polynomial functions. The MQ problem has been proven to be NP-hard even for quadratic polynomials over the finite 
field GF(2). The general security requirement for this scheme is that the private-key is difficult to be obtained from the 
public-key. The advantage of the multivariate cryptosystems is the generation of short signatures and fast verification.

A Great Multivariate Signature Scheme (GeMSS) [117] is one of the alternate candidates that made it to the third round 
of the NIST PQC standardization. GeMSS is a signature scheme algorithm with a fast verification process with the expense 
of having a large public-key. GeMSS was developed using the QUARTZ algorithm.

Hashimoto et al. [118] describes a fault attack on Multivariate Public-Key Cryptosystems (MPKC). The paper discusses 
the security of MPKC against fault attacks and shows the reduction in complexity of finding the secret key S and T by 
inducing faults on the central map G , or faults on the random values r. Although [119] shows that no known attacks can 
14
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Fig. 4. Roadmap of the Lattice-Based Cryptography.

Table 10
Rainbow: Summary of Attacks and Countermeasures.

Attack Description Countermeasures

R
ai

nb
ow

Correlation Power 
Analysis [121]

Recovered the full secret key using a CPA on a 8-bit AVR 
micro controller. Then used a hybrid attack to recover S and 
used an Algebraic Key Recovery (AKR) to find T . UOV mul-
tivariate schemes are susceptible to this attack when using 
equivalent key T̃ ′.

To use random affine maps T instead of equivalent key. A 
combination of masking, hiding, shuffling, and dummy op-
erations are suggested to help prevent SCA.

Fault Attack [119] Targets signature schemes based on [118]. Multivariate signature schemes are resistant to fault attacks.

lead to complete key recovery. It has been shown that distinguishing a key from multivariate leakage samples and multiple 
models can be done in a single step [120]. This paper derives closed-form expression of optimal distinguishers in terms of 
matrix operations in models that can either be profiled offline or regressed online. Park et al. [121] experimentally validate a 
correlation power analysis on RAINBOW that recovers the full secret key. This is done by identifying the secret leakage of the 
secret affine maps S and T during matrix-vector products in signing when RAINBOW is implemented with equivalent keys. 
The equivalent keys led to the entire secret affine map T . To recover the full secret key, S is discovered during the SPA, then 
T is recovered by a mounting algebraic key recovery attacks [121]. This team demonstrated the leakage experimentally on 
an 8-bit AVR microcontroller. This attack can be applied to multivariate signature schemes that are multi-layered. Recently, 
a power attack using the Least-SQuare (LSQ) technique was performed by observing power traces of the registers that 
hold the monomials and polynomials of the multivariate system with which an adversary can predict the secret keys. 
The least-square power analysis is described in full here targeting QUAD, which relies on the iteration of a randomly chosen 
multivariate quadratic system [122]. Table 10 summarizes attacks and countermeasures for Rainbow. Fig. 5 shows a roadmap 
of the multivariate PQC of round three of NIST.

4. Concluding remarks

Recent advancements in hardware technology related to quantum computers have raised serious concerns in the security 
and cryptography communities. While quantum computers most likely will not be available any time in the near future, it’s 
necessary to create an alternative cryptographic landscape, known as post-quantum cryptography, before this hardware 
revolution becomes a reality. In response to this urgency, National Institute of Standards and Technology is currently leading 
the PQC standardization and has so far defined third round candidate algorithms.

We therefore provided a comprehensive review of attacks and countermeasures in PQC to portray a roadmap of this 
standardization efforts. Since there has been a rise in the side-channel attacks against PQC schemes, we mainly focused 
15
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Fig. 5. Roadmap of the Multivariate Cryptography.

on the side-channel attacks and countermeasures in the final NIST candidates. We also explored some key concepts of the 
attacks and their countermeasures with the aim of assisting researchers who are conducting research in this emerging field.

The latest developments in various areas of PQC illustrate that it’s necessary to further scrutinize the security of PQC 
protocols against all kinds of attacks including the side-channel attack in order to come up with guaranteed countermeasure 
solutions. It may take several years, if not one or two decades, until the PQC community accomplishes this challenging 
mission. Solutions such as SIKE was assumed to be secure for years and it could get to the NIST 4th-round of standardization, 
but surprisingly, it was recently compromised by a very strong and novel attack [14]. This development is a great example 
that highlights how difficult it is to finalize the whole process of the PQC standardization. Being open to all critiques and 
novel ideas in addition to collective efforts in the PQC community are the best strategies to pursue in order to successfully 
accomplish this standardization mission.
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